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Abstract We analyze simulated sea ice changes in eight different Earth system models that have
conducted experiment G1 of the Geoengineering Model Intercomparison Project (GeoMIP). The simulated
response of balancing abrupt quadrupling of CO2 (abrupt4xCO2) with reduced shortwave radiation
successfully moderates annually averaged Arctic temperature rise to about 1°C, with modest changes in
seasonal sea ice cycle compared with the preindustrial control simulations (piControl). Changes in summer
and autumn sea ice extent are spatially correlated with temperature patterns but much less in winter and
spring seasons. However, there are changes of ±20% in sea ice concentration in all seasons, and these will
induce changes in atmospheric circulation patterns. In summer and autumn, the models consistently
simulate less sea ice relative to preindustrial simulations in the Beaufort, Chukchi, East Siberian, and Laptev
Seas, and somemodels show increased sea ice in the Barents/Kara Seas region. Sea ice extent increases in the
Greenland Sea, particularly in winter and spring and is to some extent associated with changed sea ice drift.
Decreased sea ice cover in winter and spring in the Barents Sea is associated with increased cyclonic activity
entering this area under G1. In comparison, the abrupt4xCO2 experiment shows almost total sea ice loss in
September and strong correlation with regional temperatures in all seasons consistent with open ocean
conditions. The tropospheric circulation displays a Pacific North America pattern-like anomaly with negative
phase in G1-piControl and positive phase under abrupt4xCO2-piControl.

1. Introduction

The most rapid temperature rises over the twentieth century have taken place in the Arctic [e.g., Richter-
Menge and Overland, 2010]. The rising temperatures have been commensurate with a rapid decline in sea ice
extent in all seasons. The expected warming over the 21st century is also expected to be greatest in the Arctic
with estimates that the Arctic Ocean may become ice free in September as early as in the 2030s [Wang and
Overland, 2012]. In general, all climate models have predicted a slower decline in sea ice extent than has been
observed in recent decades, although the latest Coupled Model Intercomparison Project Phase 5 (CMIP5) Q2

multimodel ensemble mean is more consistent with the observations than earlier models [Stroeve
et al., 2012].

Observational evidence links the decline in Arctic summer sea ice extent with atmospheric circulation re-
sponses in the following months [e.g., Overland and Wang, 2010; Liu et al., 2012; Francis and Vavrus, 2012;
Screen et al., 2013]. Recently, model results [Rinke et al., 2013] have supported the observational hypothesis
that this mechanism could lead to anomalous cold European and Asian winters [Honda et al., 2009; Petoukhov
and Semenov, 2010; Cohen et al., 2012; Jaiser et al., 2012]. It has also been pointed out that winter sea ice
extent directly affects the winter atmospheric circulation through the change in cyclone tracks [Inoue et al.,
2012; Tang et al., 2013].
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The reduction of the sea ice cover on the Arctic Ocean in summer and autumn is expected to have consid-
erable impacts farther afield than the Arctic region, as changes in albedo and regional atmospheric condi-
tions affect large-scale Rossby waves and global teleconnection patterns [Dethloff et al., 2006;
Budikova, 2009].

The removal of sea ice from the Arctic has also led to considerable changes in the local way of life for the
indigenous peoples of the Arctic, who can no longer pursue traditional hunting and fishing without sea ice
nor (in several cases) inhabit their villages, as the removal of ice leads to increased coastal erosion [e.g., Arctic
Human Development Report (AHDR), 2004]. An open sea instead of multi-annual sea ice cover has opened new
shipping routes in the Arctic, in response to the vast increase in trade between Asia and Europe. The reduced
sea ice also opens more of the Arctic Ocean to fossil fuel exploitation, which itself will eventually enhance
global warming [e.g., Arctic Monitoring and Assessment Programme, 2007].

In this paper we examine how the use of geoengineering may combat the dramatic climate changes
expected in the Arctic. We make use of eight models participating in Geoengineering Model Intercomparison
Project (GeoMIP) that provide sea ice data for the G1 scenario [Kravitz et al., 2011a]. The G1 scenario has cli-
mate models balance an abrupt quadrupling of CO2 with an insolation reduction so as to balance the top-of-
the-atmosphere radiative forcing. G1 is a completely artificial experiment meant to provide large climate
responses to the very large imposed forcings and is not meant to be interpreted as a realistic geoengineering
scheme. Thus, the results presented here should be interpreted as extreme responses that may help to in-
terpret the results of more “realistic” experiments.

Previous work with the G1 scenario shows that while the global temperatures are well constrained to
preindustrial levels, the polar regions are relatively warmer by approximately 0.8°C, while the tropics rela-
tively cooler by approximately 0.3°C [Kravitz et al., 2013a Q3]. Without the concomitant shortwave insolation
reduction, the greenhouse gas forcing under G1 would cause average Arctic temperatures to rise by about
10°C. Under G1, the temperature increase is larger in the winter than the summer and hence may have a
smaller impact on seasonal melt of sea ice and snow cover. The GeoMIP models show largest differences in
surface air temperatures over the Arctic and Southern Ocean, which might be because of intermodel differ-
ences in sea ice feedback processes. Thus, one may expect that the Arctic will be slightly warmer in the G1
scenario with reduced snow cover and sea ice concentrations as compared to the preindustrial period but
considerably cooler than the corresponding longwave forcing experiment (abrupt4xCO2), where the
greenhouse gas forcing is not compensated by a shortwave radiative forcing. However, one may also expect
changes in regional and large-scale atmospheric circulation patterns as a result of the regional differences in
radiative forcing and temperatures compared with the preindustrial. Investigating sulfate geoengeneering,
McCusker et al. [2012] emphasize the role of ocean dynamics and atmospheric circulation for the polar
climate response.

In this paper we examine the ability of G1 to maintain the preindustrial (piControl) Arctic sea ice and atmo-
spheric circulation. Key questions we investigate are as follows: Is G1 able to offset the dramatic sea ice loss
and the significant changes in atmospheric circulation occurring under abrupt4xCO2? What regional differ-
ences in sea ice and circulation patterns are manifested in G1 compared with piControl? What are the
mechanisms for such regional sea ice differences? To diagnose mechanisms we need to look at the differ-
ences between the three experiments (piControl, abrupt4xCO2, and G1), and therefore, we compare G1-
piControl with abrupt4xCO2-piControl. We focus in our analysis on sea ice, surface temperatures, and at-
mospheric circulation since the surface temperatures reveal near-surface thermal conditions and relate to sea
ice via the Arctic amplification and ice-albedo feedback, while sea level pressure characterizes near-surface
atmospheric dynamics that impact sea ice.

2. Analysis Methods

We use data from eight GeoMIP model groups that provided sea ice concentrations (BNU-ESM, CCSM4, EC-
EARTH, GISS-E2-R, IPSL-CM5A-LR, MIROC-ESM, MPI-ESM, and NorESM1-M; Table S1 in the supporting infor-
mation). The model setup is the same as described by other articles in this issue, that is, the simulations in
each model are initiated from a preindustrial control run which has reached steady state, denoted as
piControl, which is the standard CMIP5 name for this experiment [Taylor et al., 2012]. Our reference simula-
tion, denoted abrupt4xCO2, is one in which CO2 concentrations are instantaneously quadrupled from the
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control run. This experiment implies an atmospheric CO2 concentration of nearly 1140ppm. Experiment G1 in-
volves an instantaneous reduction of insolation simultaneous with this CO2 increase such that top-of-atmosphere
radiation differences between G1 and piControl are no more than 0.1Wm�2 for the first 10 years of the 50 year
experiment [Kravitz et al., 2011a, 2011b]. The amount of solar radiation reduction ismodel dependent but does not
vary during the course of the simulation.

The coupled models in general differ by their resolution, components, and parameterizations. Also, the sea ice
representation in the different models vary reasonably widely in both resolution and sea ice physics included
(Table S1) [Massonnet et al., 2012]. Therefore, we choose to not only show ensemble means but also display
results of individual models and discuss the relationships of the sea ice with atmospheric variables. This allows
us to examine specific mechanisms that may both drive sea ice change and be driven by the new sea ice dis-
tribution. We use the complete 50 year simulation period of G1 and the longest piControl and abrupt4xCO2
experiments to calculate anomalies. There are some feedback related to global temperature change that will
not be present in the first few years of the simulation but operative later. Sea ice is a very small part of the total
energy content of the climate system, which responds very rapidly to forced change [Bindoff et al., 2007],

Figure 1. Multimodel ensemble mean seasonal surface air temperature anomalies (K) for the Arctic region for (left) abrupt4xCO2-piControl
and (right) G1-piControl. Stippling shows regions where less than six of eight models agree on the sign of the response. Figure S1 shows the
individual model results.
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consistent with very variable annual sea ice
extent. Climate models used to test summer
Arctic sea ice recovery after either sudden
artificial removal find that sea ice returns
within a few years [Schröder and Connolley,
2007], consistent with very variable annual
sea ice extent. Hence, we use the full 50 year
simulation to extract the highest signal-to-
noise ratio in the simulations.

3. Results
3.1. Surface Air Temperatures

Figure F11 shows the ensemble mean seasonal
temperature anomalies for the eight models
we analyze. Arctic temperatures in G1 are
about 2°C higher than piControl in winter
and about 1°C higher in summer. This is a far
smaller change than the abrupt4xCO2 in-

creases which average about 10°C annually. However, local temperature changes are much greater than
these means, with some regions being up to 6°C warmer than piControl under G1, particularly in autumn and
winter, and a few places being noticeably cooler by up to 2°C, especially North Greenland in summer.
Summer is, in general, the coolest season under G1 relative to piControl. Similar as with abrupt4xCO2 and
consistently across the models, the maximum warming in G1 relative to piControl is found over the Barents
Sea area in winter (Figure S1) and is related to the sea ice reduction that we will discuss next.

3.2. Sea Ice Extent and Concentrations

Figure F22 shows the seasonal cycle of sea ice extent. The across-model scatter for each of the three experi-
ments is greater at maximum extent in March than at minimum in September (scatter of ~ 6 and 3 million km2,
respectively, for G1). While the ensemble average shows dramatic reductions in sea ice extent for the
abrupt4xCO2 experiment compared with piControl (five of eight models show a summertime ice-free Arctic),
the G1 experiment shows only a slight decrease in extent relative to piControl so that it maintains the
preindustrial sea ice extent of ~ 9 million km2 in September and ~ 17 million km2 in March. The timings of the
maximum and minimum sea ice extents remain in March and September, respectively, despite the large
differences in forcing across the three experiments. Table T11 also shows that sea ice total area in the models
decreases much more in September than in March, and this difference reflects a relative increase in first-
year ice and decrease in multiyear ice in almost all models under both abrupt4xCO2 and G1. Even though
the total ice area under G1 is almost the same as that of piControl (a decrease of �3% in the G1 ensemble
mean annual ice area, relative to piControl), the loss of multiyear ice (�7%) suggests a thinner and more
mobile ice cover in G1 than under piControl conditions (Table 1).

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan
0

5

10

15

20

Figure 2. Multimodel ensemble mean monthly sea ice extent (million km
2
;

following the standard definition of area of the ocean with sea ice concentra-
tion of at least 15%) for abrupt4xCO2 (red), piControl (black), and G1 (blue). The
ensemble mean is the thick line, light blue and pink bands show the full range
of variability of across-model mean monthly values for G1 and abrupt4xCO2,
respectively, and error bars shows the piControl across-model range.

Table 1. Relative Sea Ice Area Change for Multiyear and First-Year Sea Ice Following Zhang and Walsh [2006]

Model

abrupt4xCO2 G1

Relative Change From piControl (%) Relative Change From piControl (%)

Annual Multiyear (September) First Year (March–September) Annual Multiyear (September) First Year (March–September)

BNU-ESM �54 �93 22 �8 �23 12
CCSM4 �35 �84 57 �6 �13 4
EC-EARTH �58 �87 19 �4 �4 �4
GISS-E2-R �29 �96 33 1 11 �8
IPSL-CM5A-LR �42 �81 23 �1 �4 4
MIROC-ESM �82 �97 �37 �1 �6 4
MPI-ESM-LR �54 �94 21 �2 �7 4
NorESM1 �37 �82 65 �1 �3 2
Ensemble mean �48 �89 25 �3 �7 2
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Therefore, we may conclude that the G1 forcing achieves the target of maintaining preindustrial
conditions for Arctic sea ice extent. However, this slight total area change may mask considerable regional
changes in sea ice if reorganization of atmospheric and ocean circulation occurs under the G1 forcing.
Since sea ice is challenging for models to simulate because of a variety of complex processes (e.g., ice and
snow cover melt/growth, ice transport, rafting, ridging, and subgrid cell features), regional responses in sea
ice concentration show pronounced across-model scatter. Accordingly, in Figure F33 we investigate maps of
sea ice concentrations showing the results from all the models for the two sets of anomalies abrupt4xCO2-
piControl and G1-piControl, and we illustrate the yearly behavior by showing the conditions in the annual
minimum represented by the September maps and the annual maximum extent with the March maps.
When reading the difference plots it should be noted that a difference of�20% in March could mean that
sea ice concentrations are reduced from, for example, 80–60% (over the central Arctic Ocean), or it could
mean that a 20% cover is reduced to zero (marginal seas). For reference, Figure S2 shows the actual sea
ice concentration maps for piControl, G1, and abrupt4xCO2 for March and September. The seasonal
maps of the differences abrupt4xCO2-piControl and G1-piControl for all models are shown in Figure S3. It
has been noted previously that some models (including GISS-E2-R used here) have unrealistic sea ice
thickness distribution, while others (including IPSL-CM5A-LR and NorESM1-M) overestimate the extent of
sea ice in historical simulations [Maslowski et al., 2012]. Here we see that GISS-E2-R and IPSL-CM5A-LR
overestimate March sea ice extent in piControl.

It is immediately obvious that abrupt4xCO2 forcing reduces sea ice concentration by 90% in many models
and regions during summer and autumn seasons. Five out of the eight models are practically ice free under
abrupt4xCO2 in September (Figure 3). The largest March sea ice reductions common to models are in the
Barents, Kara, and Greenland Seas. This can be related to largest warming in these seas (Figure 1).

In contrast, the G1-piControl anomalies show sea ice concentration changes of less than about ±20%.
Thus, G1 returns the sea ice concentrations almost to preindustrial conditions and prevents the dramatic
sea ice loss seen under abrupt4xCO2. There is a clear correlation between anomalies of sea ice concen-
tration and surface temperatures (Figures 1, 3, S1, and S3 and Table S2). In most regions and all models
(except GISS-E2-R), G1 simulates reduced sea ice concentrations but with increased sea ice concentration
in some places. The spatial patterns of regional sea ice concentration decrease/increase differ between
the individual models, which likely reflect changes in regional winds and ocean currents (see section 4 for
detailed discussion).

In March, models behave differently in the Barents Sea (some show decreases, and some show increases)
under G1. Our results show that the sign of the sea ice cover change in the Barents Sea under G1 is related to
the ice simulation in that region in piControl: models which simulate small ice cover in piControl simulate
increased ice cover there in G1, and models which simulate large ice extent in piControl simulate decreased
ice there in G1.

Figure 3 further indicates that many models show a striking tongue of increased sea ice concentration in the
Greenland Sea under G1 inMarch. This feature is coincident with a region of reduced surface air temperatures
and a larger area of lesser temperature rise (Figure S1) and also partly reflects a change in the ice drift path
along the east Greenland current and the westerly Jan Mayen current. The same two mechanisms (cooling
and sea ice drift) are also seen under abrupt4xCO2 and explain the occurrence of local sea ice increase in
Greenland Sea or north Labrador Sea in some models (see section 4 for more details).

In September, the Laptev, East Siberian, Chukchi, and Beaufort Seas appear to have relatively less ice cover,
while in part more is present in the Barents, Greenland, and Nordic Seas regions. This is a robust feature
across the eight models. These regional summer sea ice concentration changes under G1, compared to
piControl, are related to the regional temperature changes as well as with regional changes in atmospheric
wind and ice drift (see section 4 for more details).

Figure F44 shows that G1 also maintains the pattern of piControl sea ice cover interannual variability (i.e., the
year-to-year changes of seasonal means calculated by the seasonal standard deviation), with high variability
in March and September along the sea ice edges. Thus, in general, sea ice variability in the marginal ice zone
under G1 is similar as in piControl and far different from abrupt4xCO2, which shows higher sea ice cover
variability in September than in March, associated with the thin ice located in the central Arctic Ocean. The
increase/decrease of sea ice concentration along the North Atlantic sea ice margins in G1 compared to
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piControl seen in the different models (Figure 3) is, to some extent, associated with decreased/increased
variability in sea ice concentrations from year-to-year (Figure S4) and suggestive of variability in warm air
advection (associated with cyclone activity) and water inflow (associated with the Norwegian Atlantic, East
Greenland, and Jan Mayen currents), as discussed later in section 4.2.

Figure 3. Model simulations of March (maximum sea ice extent) and September (minimum extent) sea ice concentration anomalies (%) for
abrupt4xCO2-piControl and G1-piControl for the eight models we analyze here. The ensemble mean has stippling where less than six of
eight models agree on sign of change. Figure S2 shows the actual sea ice concentration map for each experiment.
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Figure 4. Multimodel ensemble mean standard deviation of March and September sea ice concentration (%) for abrupt4xCO2, G1, and
piControl and the anomalies for abrupt4xCO2-piControl and G1-piControl. Stippling shows where less than six of eight models agree on sign
of change. Figure S4 shows the individual model results.
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3.3. Atmospheric Circulation

The changes in sea ice concentration (section 3.2; Figures 3 and S3) are expected to force regional changes in
atmospheric circulation, via changed surface temperature, turbulent heat fluxes, and baroclinicity, which
affects synoptic cyclone activity which in turn interacts with the large-scale circulation (see the review by
Budikova [2009, and references therein]). Maps of sea ice and temperature are correlated with each other
observationally [Ogi et al., 2008] and in models (Tables S2 and S3). Here we examine the mean sea level
pressure (SLP) describing the near-surface atmospheric dynamics and the atmospheric circulation at higher
levels. For the latter we analyze the changes in the geopotential height at 500 hPa and 200 hPa and the upper
tropospheric wind at 200 hPa (the height of the jets).

SLP anomalies (Figure F55) resemble the temperature pattern (Figure 1) with warming correlated with a de-
crease of SLP, particularly in winter and autumn. Under abrupt4xCO2, the strongest negative SLP anomalies
(up to �5 hPa in the ensemble mean and up to �8 hPa in individual models; Figure S5) are very consistent
among the models and located over the Barents/Kara Seas and Bering/Chukchi/East Siberian Seas regions in
winter and over the Arctic Ocean in autumn. This is a manifestation of the strongest warming and reduction
in sea ice under abrupt4xCO2. The G1 experiment basically maintains the seasonal SLP of piControl. The
anomalies of G1-piControl are within ±1.5 hPa in the ensemble mean (within ±3 hPa in individual models;

Figure 5. Multimodel ensemble mean seasonal sea level pressure anomalies (hPa) for (left) abrupt4xCO2-piControl and (right) G1-piControl.
Stippling shows regions where less than six of eight models agree on the sign of the response. Figure S5 shows the individual model results.
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Figure S5), i.e., about half of magnitude of those seen in abrupt4xCO2-piControl. But in some regions the
anomalies are comparable to each other, namely over the Kara/Laptev Seas area in spring and over the
northern North Atlantic and Barents Sea in summer and autumn. This highlights the importance of circulation
changes in G1, even though the surface air temperature anomalies are one tenth as large as the abrupt4xCO2
anomalies. In G1, most models agree on a reduced SLP over the Arctic and an increase over parts of the lower
latitudes (with the largest increase in Bering Sea and northern North Atlantic) in winter and spring, compared
with piControl, although there is a large scatter among the individual model regional response patterns
(Figure S5). The consistent, across-model SLP reduction over the Barents/Kara Seas in winter in G1 (Figures 5
and S5) is associated with the regional sea ice reduction and warming, as in abrupt4xCO2 (Figures 1, 3, S1,
and S3). In summer and autumn, the SLP anomalies G1-piControl show a general increase, with a consistent,
across-model regional maximum over the northern North Atlantic region.

At higher levels in the atmosphere, the geopotential heights (at 500 hPa and 200 hPa) show a general sig-
nificant increase under abrupt4xCO2 with a rather zonally symmetric structure in summer and a much
stronger, zonally asymmetric component displaying a pronounced wave structure in winter (Figures F66 and F77).
In both abrupt4xCO2 and G1 experiments the models with weaker warming (Figure S1) show weaker
changes in atmospheric circulation patterns (Figures S6 and S7). The G1-piControl 500 hPa geopotential
height anomalies are approximately one third of the magnitude of the abrupt4xCO2-piControl changes and

Figure 6. Same as Figure 5 but for the 500 hPa geopotential height (m). Figure S6 shows the individual model results.
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within ±50m; the G1 model ensemble mean anomalies are less than 20m relative to piControl (Figures 6 and
S6). Generally, the G1 experiment maintains the geopotential at all height levels at its piControl magnitude
(Figures 6 and 7). The spatial patterns of geopotential height anomalies G1-piControl are rather consistent
across the models, with a larger intermodel scatter in winter than in other seasons. This may be caused by
intermodel differences in surface thermal forcing and/or interaction with the baroclinic waves that affect
planetary waves most strongly in winter.

Interestingly, the winter 500 hPa geopotential height response in four models (BNU-ESM, EC-EARTH, IPSL-
CM5A-LR, and MPI-ESM-LR; Figure S6) represents a Pacific North America (PNA)-like pattern [Wallace and
Gutzler, 1981]—a wave train over the North Pacific/North American region with opposite centers of action
near the Aleutian Low in the Pacific; near Florida, southeast USA; and near Alberta, northern Canada. The PNA
phase is however opposite between the experiments. The negative PNA phase is established in G1-piControl,
while the positive phase of PNA is seen in abrupt4xCO2-piControl. Earlier simulations of future climate found
varying responses [Handorf and Dethloff, 2009; Hu et al., 2001], and Brandefelt and Körnich [2008] found
model-dependent responses which include positive and negative phases of PNA. They concluded that in-
ternal variability and intermodel differences play a role for the stationary wave response to the enhanced

Figure 7. Multimodel ensemble mean seasonal 200 hPa wind speed anomalies (m/s; color) for (left) abrupt4xCO2-piControl and (right) G1-
piControl. Stippling shows regions where less than six of eight models agree on the sign of the wind speed response. The black isolines show
the 200 hPa geopotential height anomalies (m) with intervals of 25m in Figure 7 (left; abrupt4xCO2-piControl) and intervals of 10m in
Figure 7 (right; G1-piControl). Figure S7 shows the individual model results.
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greenhouse gas forcing. Generally, changes in PNA are related to changes in Rossby waves and their prop-
agation conditions [e.g., Hoskins and Karoly, 1981; Franzke et al., 2011] and changes in heat sources such as
tropical sea surface temperatures [Hoskins and Karoly, 1981; Brandefelt, 2006]. Tropical Pacific atmospheric
temperature anomalies (e.g., generated by an in-phase combination of El Niño–Southern Oscillation and
Pacific Decadal Oscillation) result in transfer of energy from the tropics toward North America, which helps
maintain a PNA-like anomaly [e.g., Yu and Zwiers, 2007]. Thus, our result indicates that the G1 experiment is
able to excite stationary waves, even though much weaker than in abrupt4xCO2, which might affect global
teleconnection patterns. However, our G1 results also indicate across-model scatter in the magnitude of the
500 hPa geopotential height responses (Figures 6 and S6). The discussed changes in geopotential height are
accompanied with upper tropospheric wind changes (Figures 7 and S7). The negative PNA-like pattern in G1-
piControl is associated with a westward shift of the jet stream toward East Asia, blocking activity over the high
latitudes of the North Pacific Ocean, and a strong split-flow configuration over the central North Pacific
Ocean. Figure 7 displays these features with a decreased jet speed over central, west Pacific region (with
across-model differences, Figure S7), and the 200 hPa geopotential height map also shows a “blocking” high
pressure over the northern North Pacific under G1. In contrast, under abrupt4xCO2, the East Asian jet stream
is intensified and eastward expanded. Our results are consistent with previous climate change studies which
described a strengthening, broadening, and northward shift of the tropospheric zonal jets [e.g., Lorenz and
DeWeaver, 2007; Brandefelt and Körnich, 2008] and with the findings of Linkin and Nigam [2008] that PNA is
associated with strong fluctuations in the strength and location of the East Asian jet stream.

4. Mechanisms for Sea Ice Changes Under G1

As we have seen, the reductions in sea ice extent are dramatic in abrupt4xCO2 and much less so in the G1
scenario. However, there are clear regional differences in sea ice concentration under G1. Generally, changes
in sea ice cover are a result of changes in temperature, winds, ocean currents and mixing, and surface heat
fluxes. In the following, we discuss the most relevant processes.

4.1. Air Temperature Forcing

Figure 1 shows there are locations in the Arctic where G1 temperature response is much larger than the
average ensemble response of 1°C warming. The anticorrelation between changes in surface air tempera-
tures and sea ice concentrations is strongest in autumn (spatial pattern correlation coefficient r=�0.6 to
�0.8) for all eight models (Table S2) and is suggestive of a strong degree of temperature control on sea ice
concentrations. However, there is also the feedback between sea ice reduction and warmer temperatures
that confounds attempts at determining causality. Regional differences in sea ice concentration in autumn
under G1 (Figures 3 and S3), such as the reductions in Beaufort, Chukchi, East Siberian, Laptev Seas and the
increase in the Barents Sea, approach 20%. The clear spatial correlations between sea ice concentration and
surface air temperature changes in autumn expressed in Table S2 are also visible on regional scales by
comparison of Figures 1 and 3 (and Figures S1 and S3 for the individual seasonal maps). Thus, these regional
sea ice cover changes are plausibly related to temperature forcing.

In winter and spring, all models exhibit less spatial correlation between changes in surface air temperatures
and sea ice concentrations under G1 (Table S2, eight model ensemble means of �0.34 and �0.3) compared
with �0.72 for autumn. This reduction in temperature control can be explained as the ice coverage is high
and air temperatures are well below freezing, implying that temperatures are not the limiting factor for sea
ice cover near maximum ice extent. This suggests that changes in sea ice concentration during these seasons
are governed more by atmospheric and/or oceanic forcing processes than radiative forcing (see following
sections). In contrast, the abrupt4xCO2 sea ice concentration changes are strongly spatially anticorrelated
with temperature changes in all seasons (Table S3), with ensemble mean correlations of �0.83 in spring and
�0.97 in autumn. This highlights the significant differences that the regional sea ice pattern changes in
winter and spring under G1, which are much smaller than under abrupt4xCO2, are not directly forced by
regional air temperatures.

4.2. Changed Sea Ice Drift

Under G1, in many models (BNU-ESM, GISS-E2-R, IPSL-CM5A-LR, MIROC-ESM, MPI-ESM-LR, and NorESM1-M)
there is an increase in sea ice concentration in the Greenland Sea during March (Figure 3) and more generally
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during winter and spring (see Figure S3). Temperature cannot be the main cause of this feature because only
a small part of this region has reduced surface air temperatures (Figure S1). Hence, we suggest that changes
in the sea ice drift path along the east Greenland current and the westerly Jan Mayen current cause, to some
extent, this feature. These currents would draw the ice edge toward the west and give a large increase (from
zero to 30%) in concentrations. Sea ice drift is determined by the atmospheric and oceanic shear stresses,
caused by the wind and the ocean currents, respectively (but also depends on sea ice compactness). Because
velocity data for neither sea ice nor ocean were available, we limit the discussion to the changes in near-
surface wind and sea ice mass transport. The simulated near-surface wind anomaly in March shows an
eastward (off-Greenland) directed flow (distinctive in IPSL-CM5A-LR and MPI-ESM-LR and weaker in BNU-ESM
and MIROC-ESM; Figure F88) which is consistent with the sea ice increase in the Greenland Sea. This is also
consistent with the ensemble mean surface wind anomaly in March that has an eastward component along
southern Greenland. However, individual models show a fair degree of disagreement in wind direction
(Figure 8), despite their agreement in the sea ice increase, so the mechanism may be more subtle. This in-
crease in sea ice concentration seen at the east of Greenland under G1 inMarch is not caused by increased ice
mass transport through the Fram Strait. Actually, Figure 8 shows that the ice mass transports are reduced
(and Figure S8 shows that abrupt4xCO2 reduces even more), especially in the Fram Strait and the region
south along East Greenland under G1 relative to piControl. This change amounts to about a 50% reduction in
ice mass export from the Arctic relative to piControl. Reduced pack ice mass transport is consistent with the
increase in relative importance of thinner first-year ice compared with multiyear ice under G1 (Table 1).

During summer and autumn, most models show reductions in G1 sea ice concentration in the Beaufort,
Chukchi, East Siberian, and Laptev Seas of about 20% (Figures S3 and 3), which is largely temperature driven
(section 4.1). And as the pack ice becomes looser, it can be transported more easily by the wind. Indeed,
Figure 8 shows that the ensemble mean simulated sea ice mass transport under G1 is increased in these
seas, although considerable across-model scatter occurs.

During March (and more generally during winter and spring), the models do not well agree on the Barents
Sea sea ice concentration change under G1 (Figures 3 and S3). Generally, it has been shown that the sea ice
extent in the Barents Sea is strongly coupled to the Atlantic water inflow [e.g., Semenov, 2008]. Hence,
intermodel differences in ocean currents may help to explain why there is intermodel lack of agreement on
Barents Sea ice concentration change under G1. But the analysis of ocean currents is beyond the scope of this
paper. However, as we discuss in the next section, the cyclonic activity does change under G1, which would
also impact the northward oceanic heat flux via the West Spitsbergen and Norwegian Atlantic Current, which
bring Atlantic water into the Arctic and Barents Sea.

4.3. Change in Cyclonic Activity

As first suggested by Blackmon [1976] and following recent work [e.g.,Woollings et al., 2012], we describe the
cyclonic activity using the standard deviation of 2–6 day band-pass-filtered SLP (Figure F99). The 2–6 days
filtering ensures that the storm track is restricted to the characteristic time scale of synoptic cyclones. This
Eulerian definition of storm tracks is then defined as the region of enhanced standard deviation of filtered
SLP. It is clear that cyclonic activity is changed under G1 in all seasons, with a high degree of disagreement in
sign, magnitude, and pattern among the individual models (Figure 9, and in abrupt4xCO2, Figure S9). Thus,
the cyclonic activity is not unaltered from piControl under G1. Accordingly, cyclone-driven sea icemodulation
by warm air (and water) advection and/or sea ice advection can be expected. Thus, we seek to test the hy-
pothesis that cyclonic activity changes under G1 relative to piControl, particularly across the Atlantic, can
explain the changes in sea ice distribution in the Barents Sea in March (Figure 3) andmore generally in winter
and spring (Figure S3). Figure 9 shows model agreement on increased cyclonic activity entering the Barents
Sea area in spring under G1 (see also Figure S9). Such a positive anomaly is associated with intensified
poleward warm and moist air transport, consistent with the calculated regional sea ice reduction in the
Barents Sea in the ensemble mean under G1 in March and spring. Based on the jet results (Figure 7), the
simulated increase in 200 hPa zonal wind in G1-piControl indicates increased baroclinic instability and thus
also points to an increased cyclonic activity in that region. Further, the baroclinic geopotential response (not
shown) is an additional indication of increased cyclonic activity in that region in spring.

It should be noted that causality is difficult to determine here. In discussing the impact of cyclones on sea ice,
it must also be considered that the sea ice edge guides cyclones. Sea ice anomalies impact the low-level
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Figure 8. Individual model and multimodel ensemble mean sea ice mass transport (kg/s; color) and near-surface wind (m/s; arrows) anom-
alies for G1-piControl for March and September. Mass transport anomalies are calculated relative to the maximum transport in piControl.
CCSM, EC-EARTH, and GISS data were not available. The ensemble mean has stippling where less than four of five models agree on the sign
of change. Figure S8 shows the abrupt4xCO2 anomalies.
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Figure 9. Individual model and multimodel ensemble mean standard deviation of 2–6 days filtered sea level pressure data (hPa) for G1-
piControl for the four seasons. EC-EARTH and GISS data were not available. The ensemble mean has stippling where less than five of six
models agree on the sign of change. Figure S9 shows the abrupt4xCO2 anomalies.
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baroclinicity and accordingly the path and intensity of storms; sea ice reduction displaces temperature gradients
and force storm tracks to be diverted northward [e.g., Zhang et al., 2008; Budikova, 2009;Wu and Zhang, 2010; Inoue
et al., 2012]. Hence, it is more appropriate to consider mechanisms as feedback rather than causes and effects.

5. Conclusions and Implications

To a crude approximation, G1 returns Arctic sea ice concentrations and extent to preindustrial conditions
with intermodel spread of seasonal ice extent being much greater than the difference in ensemble means of
preindustrial and G1. However, there are significant and intermodel consistent differences in sea ice seasonal
distribution, which are related to both changes in surface temperatures and atmospheric and oceanic
circulation. In winter and spring, sea ice reduction in the Barents Sea has been, in addition to temperature
changes, related to increased North Atlantic cyclonic activity, while sea ice increase in the Greenland Sea
seems to be associated with ice drift changes. In summer and autumn, air temperature forcing is the main
factor for regional sea ice changes, although changes in cyclonic activity and ice drift play a role too.

The predicted sea ice concentration changes are particularly large in the Beaufort, Chukchi, East Siberian, and
Laptev Seas. These regions contain indigenous populations whose traditional activities will be impacted by sea
ice changes [AHDR, 2004]. They also contain gas hydrates which may play an important feedback role to climate
change if the vast quantities of methane are thawed as the Arctic Ocean warms [Shakhova, et al., 2010]. However,
the changes are far smaller than the transition to a virtually summer sea ice free Arctic Ocean condition that is
likely under abrupt4xCO2 forcing. Arctic sea ice projections by the end of the 21st century are most sensitive to
the prescribed greenhouse gas forcing, and the sea ice changes can be limited by mitigation of greenhouse gas
emissions. For the Q4RCP2.6 scenario (aggressive mitigation or even implicit geoengineering by CO2 removal), only
a slight decrease in sea ice concentration is simulated. Under a medium emission scenario (RCP4.5) sea ice
decline is strong but not as rapid as under the RCP8.5 scenario. Many models show sea ice remaining at
more than 2 million km2 under RCP4.5, while the majority of the models simulate nearly ice-free conditions
under RCP8.5 by the end of this century [Stroeve et al., 2012; Massonnet et al., 2012].

The nature of feedback between surface temperature, sea ice, and atmospheric circulation means that deter-
mining causal relations is challenging. The change under G1 of the drift pack along the east Greenland current
and the northward change of the storm track into the Barents Sea in most models suggests that even with the
modest change in net radiative forcing under G1 there will be impacts on atmospheric and ocean circulation
patterns that can have disproportionate impacts. For example, changes in iceberg lanes in the Atlantic may
impact shipping routes. Under projected 21st century climate forcing CO2 levels in the RCP scenarios only
approach the quadrupling of CO2 levels with RCP8.5 (1370ppmCO2 equivalent) in 2100 [Moss et al., 2010]. Kravitz
et al. [2013b] estimate that under G1, a shortwave forcing of about 6 Wm�2 at the surface would be needed to
counteract quadrupling of CO2. This is more than normally considered in geoengineering scenarios [e.g., Moore
et al., 2010] and extremely challenging by solar dimming (about 3% of solar insolation), but if done by strato-
spheric sulfate aerosols then the mass needed would be a few times larger than that already lifted close to
the tropopause by commercial aircraft each year. However, this is not designed to be a realistic scenario but
rather a way of informing on extreme future changes. A relatively ice-free summer would then mean that
the open water Northern Sea route would likely become an important trade route between Europe and
Asia, impacting other global routes such as those through the Suez and Panama Canals. However, the re-
duction (but not removal) of Arctic pack ice would encourage less capable shipping to undertake the
Northern Sea route, leading to greater risk of shipping accidents along Arctic coasts which are particularly
vulnerable to ecological damage [Forbes, 2011].
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